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Physics 5153 Classical Mechanics

Small Oscillations

1 Introduction

As an example of the use of the Lagrangian, we will examine the problem of small oscillations
about a stable equilibrium point. The description of motion about a stable equilibrium is one of
the most important problems in physics. This is true for both classical and quantum mechanics.
Although there are other means of solving this problem, the Lagrangian method results in equations
of motion that emphasizes symmetries of the system.

1.1 Formulation of the Problem

We assume that the forces acting on the system are conservative in which the potential depends
only on the spatial coordinates; it is independent of the time and velocity. In addition, the trans-
formations defining the generalized coordinates are assume to not depend on the time explicitly.
Hence, the constraints are time independent. For the system to be in equilibrium, the generalized
force must be zero

Qi =
∂V

∂qi

∣

∣

∣

∣

qi=q0i

= 0 (1)

where q0i is the equilibrium point. Furthermore, the equilibrium point is stable if the second
derivative of potential is positive; the potential is concave up at the equilibrium point.

We will be interested in small displacement about the equilibrium. Therefore, we will write the
generalized coordinates in the following form qi = q0i + ηi where ηi is the displacement from the
equilibrium point. Assuming the displacements are small, the potential can be expanded about q0i

as follows
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The first term in the expansion is a constant, since the potential is only defined to a constant,
we can ignore this term. The second term is zero, since we are expanding about the minimum.
Therefore, the potential in this approximation is
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where we assume that the displacements are small such that higher order terms are negligible.
The Vij in this equation are the equivalent spring constant for the one-dimensional problem. In
addition, we note that the Vij are symmetric as can be seen from the definition.

The kinetic energy, as shown earlier, can be written as the sum of three terms

T =
1

2

∑

k

mk





∑

j

∂~rk
∂qj

q̇j +
∂~rk
∂t





2

= M0 +
∑

j

Mj q̇j +
1

2

∑

ij

Mij q̇j q̇i (4)

Small Oscillations-1 lect 10.tex



October 22, 2003 12:39:12 P. Gutierrez

where

M0 =
1

2

∑

k

mk

(

∂~rk
∂t

)2

Mj =
∑

k

mk
∂~rk
∂t

∂~rk
∂qj

Mij =
∑

k

mk
∂~rk
∂qj

∂~rk
∂qi

(5)

Since we assume that the transformations are independent of time, only the Mij terms are non-
zero; this is a natural system. In addition, since Mij in general is a function of the coordinates, we
expand the Mij about the equilibrium point, since we are assuming small displacements about it

Mij(q) = Mij(q0) +
∑

k

(

∂Mij

∂qk

)

q0

ηk + · · · (6)

We keep only the lowest order term in this expansion, since the kinetic energy is already quadratic
in the coordinates (velocities). Thus, the kinetic energy becomes

T =
1

2

∑

ij

Mij q̇iq̇j =
1

2

∑

ij

Tij η̇iη̇j (7)

where the relation qi = q0i+ ηi is used to derive q̇i = η̇i and Tij denotes Mij(q0). Note that the Tij
terms are symmetric.

The Lagrangian for small oscillations about an equilibrium point is

L =
1

2

∑

ij

Tij η̇iη̇j −
1

2

∑

ij

Vijηiηj (8)

where Tij describes the inertia of the system, and Vij the stiffness1. In Cartesian coordinates, and
many other case, the kinetic energy term can be reduced to 1

2
Tiη̇

2
i , the very familiar form of the

kinetic energy. To calculate the equations of motion, we apply the Euler-Lagrange equations to the
Lagrangian

∑

j

[Tij η̈j + Vijηj ] = 0 (9)

Keep in mind that the Mij and Vij are independent of the coordinates and time, and they are
symmetric.

1.2 The Eigenvalues and Eigenvectors

The solutions to the equations of motion are of the form

ηj = Caje
−iωt ⇒

∑

j

[

(Vij − ω2Tij)aj
]

= 0 (10)

where C is an overall scale factor, ai the relative amplitude of the ith term, and the second equation
comes from substituting the solutions into the equations of motion. Notice that this is a matrix
equation, representing matrix multiplication between and n×nmatrix and an n-dimensional column

1The stiffness does not have to be constrained to be positive. It can have negative or zero terms, but for small

oscillations, the terms are positive.
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vector. This set of equations can be solved for the allowed values of ω by setting the determinant
of the coefficients of ai equal to zero2

det |V − ω2T| = 0 (11)

where we have written the equation explicitly in matrix form.
Through the manipulations we have performed, we have arrived at an eigenvalue problem

Va = λTa (12)

where Va is shown to be a multiple of Ta. First we will show that the eigenvalues (λ) are real and
positive, and the eigenvectors (a) are orthogonal. Start by taking the complex conjugate of Eq. 12

a
†
jV = λ∗ja

†
jT (13)

where we have used the fact that V and T are real and symmetric, and in addition, j corresponds
to the jth eigenvalue and eigenvector. Next, multiply Eq. 13 by ai from the right

a
†
jVai = λ∗ja

†
jTai (14)

For the ith eigenvalue and eigenvector, multiply Eq. 12 from the left by a
†
j

a
†
jVai = λia

†
jTai (15)

Next, subtract the two equations
0 = (λi − λ∗j )a

†
jTai (16)

If we assume that the λi are distinct and we consider the case i 6= j, then a
†
jTai = 0. This states

that the amplitudes are orthogonal to each other with respect to T.
Let’s now consider the case where i = j. First notice that a

†
iTai = (a†iTai)

† implies that the
matrix product is real. Next, write ai = αi + iβi, where we have written ai in terms of its real and
imaginary components. Then, we get

a
†
iTai = αi

TTαi + βi
TTβi + i(αi

TTβi − βi
TTαi) (17)

Since the left hand side of this expression has already been shown to be real, the imaginary term
is zero, thus

a
†
iTai = αi

TTαi + βi
TTβi (18)

Starting with Eq. 7, we see that in matrix notation the kinetic energy is

T =
1

2
η̇TTη̇ (19)

Since η ∝ a and the phase of the amplitude is arbitrary, Eq. 18 represents twice the kinetic energy.
For a real velocity, the kinetic energy must be positive. Therefore, the term a

†
jTai must be positive

(we already showed it was real), therefore λi = λ∗i ; λi is real.

2If the coefficient is invertible, then the determinant is non-zero. In this case, the amplitudes would all be zero,

since I can multiply both sides of the equation by the inverse. Therefore to have a non-trivial solution, the determinant

of the coefficients is zero.
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Since a
†
iTai is real, we can write ai as

ai = Nαie
iφ (20)

where N is an overall normalization factor, and φ is a real phase. The two factors can be absorbed
into C of Eq. 10 making the ai real.

Starting with the eigenvalue equation (Eq. 12) and multiplying from the left by aTi , we can
solve for the individual eigenvalues

λi =
aTi Vai

aTi Tai
(21)

The denominator is proportional to the kinetic energy, thus is must be positive. The numerator
is the potential energy, which must be positive for a stable equilibrium. Therefore, λi must be
positive and the frequencies are therefore real.

To remove the arbitrary normalization and phase from ai, we require aTi Tai = 1. Since we have
an equation for each degree of freedom, we can combine this relation with aTj Tai = 0, and write a
matrix A whose columns are the individual ai. This leads to the relation

ATTA = 1 (22)

which is a congruence transformation that diagonalizes the matrix T. We take this further by
noting that Eq. 12 can be written as

∑

j

Vijajk =
∑

k

∑

j

Tijajlλlk ⇒ VA = TAλ (23)

where λ is a diagonal matrix composed of the eigenvalues. If we multiply from the left by AT , we
diagonalize V

ATVA = ATTAλ = λ (24)

Therefore, the problem of small oscillation is reduced to solving the following matrix problem

ATTA = 1 ATVA = λ (25)

That is, we must find a transformation that diagonalizes the matrix T. In this form, the Lagrangian
is written as

L =
∑

i

(

1

2
ξ̇2
i −

1

2
ω2
i ξ

2
i

)

(26)

1.3 Multiple Roots

Let’s assume that two of the eigenvalues are equal λ1 = λ2. From the formalism given above, we
expect that one of the eigenvectors will be orthogonal to the remaining eigenvectors, but there is
no guarantee that they will be orthogonal to each other; recall that we wish to create the matrix
A, which must be orthogonal in order to diagonalize the T and V matrices. To do this, we can
write one of the eigenvector as the sum of the two

a′2 = c1a1 + c2a2 (27)

and apply the orthogonality relation

a′T2 Ta1 = c1 + c2a
T
2 Ta1 = 0 ⇒ c1

c2
= −aT2 Ta1 (28)

This procedure can be generalized for n repeated roots (eigenvalues).
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1.4 Example

Let’s consider a triple pendulum as shown in Fig 1. We would like to determine the eigenfrequencies
and eigenvectors (normal modes) of this oscillator for small oscillations.

We start by writing the Lagrangian in rectangular coordinates

L =
1

2
m1(ẋ

2
1 + ẏ2

1) +
1

2
m2(ẋ

2
2 + ẏ2

2) +
1

2
m3(ẋ

2
3 + ẏ2

3)−m1gy1 −m2gy2 −mgy3 (29)

where all the coordinates are measured from a coordinate system fixed to the pivot of the top
pendulum as shown in the figure. Next we convert to a set of coordinates given by the angular
displacement from the equilibrium point. The coordinates of the top pendulum are transformed as
follows

x1 = `1 sin θ1

y1 = −`1 cos θ1

}

⇒
{

ẋ1 = `1θ̇1 cos θ1

ẏ1 = −`1θ̇1 sin θ1
(30)

The kinetic and potential energies for m1 are

T1 =
1

2
m1`

2
1θ̇

2
1 V1 = −m1g`1 cos θ1 ≈

1

2
m1g`1θ

2
1 (31)

where the approximation comes from expanding the potential in a Taylor series

V ≈ 1

2

(

∂2V

∂θ2
1

)

θ1=0

θ2
1 (32)

Next, we consider the kinetic and potential energies associated with m2. The transformation
equations are

(x2 − x1) = `2 sin θ2

(y2 − y1) = −`2 cos θ2

}

⇒
{

x2 = `1 sin θ1 + `2 sin θ2

y2 = −`1 cos θ1 − `2 cos θ2

}

⇒
{

ẋ2 = `1θ̇1 cos θ1 + `2θ̇2 cos θ2

ẏ2 = `1θ̇1 sin θ1 + `2θ̇2 sin θ2
(33)

PSfrag replacements

Front Side

θ1

θ2
θ3

m1

m2

m3

Figure 1: Triple pendulum for example.
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Applying the transformations to the m2 terms, the kinetic and potential energies are

T2 =
1

2
m2

[

`21θ̇
2
1 + `2θ̇

2
2 + 2`1`2θ̇1θ̇2 (sin θ1 sin θ2 + cos θ1 cos θ2)

]

(34)

≈ 1

2
m2

[

`21θ̇
2
1 + `2θ̇

2
2 + 2`1`2θ̇1θ̇2

]

(35)

V2 = −m2g(`1 cos θ1 + `2 cos θ2) ≈
1

2
m2g(`1θ

2
1 + `2θ

2
2) (36)

The kinetic and potential energies associated with m3 are arrived at in a manner similar to m2.
These energies are

T3 ≈
1

2
m3

[

`21θ̇
2
1 + `2θ̇

2
3 + 2`1`3θ̇1θ̇3

]

(37)

V2 ≈ −
1

2
m3g(`1θ

2
1 + `3θ

2
3) (38)

Combining the kinetic and potential energy terms together, the Lagrangian becomes

L =
1

2
(m1 +m2 +m3)`

2
1θ̇

2
1 +

1

2
m2`

2
2θ̇

2
2 +m2`1`2θ̇1θ̇2 +

1

2
m3`

2
3θ̇

2
3 +m3`1`3θ̇1θ̇3

− 1

2
(m1 +m2 +m3)g`1θ

2
1 −

1

2
m2g`2θ

2
2 −

1

2
m3g`3θ

2
3 (39)

To determine the eigenvalues, we write the kinetic and potential energies in matrix form. The
mass matrix for the kinetic energy is

[Tij ] =





(m1 +m2 +m3)`
2
1 m2`1`2 m3`1`3

m2`1`2 m2`22 0
m3`1`3 0 m3`

2
3



 (40)

and the stiffness matrix is

[Vij ] =





(m1 +m2 +m3)g`1 0 0
0 m2g`2 0
0 0 m3`

2
3



 (41)

Next, we solve the eigenvalue equation

Va = λTa ⇒ (V − λT)a = 0 where λ = ω2 (42)

The eigenvalues are given by setting the determinant of the coefficients of a equal to zero
∣

∣

∣

∣

∣

∣

(m1 +m2 +m3)(g`1 − λ`21) −m2`1`2λ −m3`1`3λ
−m2`1`2λ m2(g`2 − λ`22) 0
−m3`1`3λ 0 m3(g`3 − λ`23)

∣

∣

∣

∣

∣

∣

= 0 (43)

Since the algebra becomes extremely complicated for arbitrary masses and lengths, we will take
all the masses and length to be equal, in this case the determinant is

∣

∣

∣

∣

∣

∣

3m(g`− λ`2) −m`2λ −m`2λ
−m`2λ m(g`− λ`2) 0
−m`2λ 0 m(g`− λ`2)

∣

∣

∣

∣

∣

∣

= 0 (44)
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and the eigenfrequencies are

ω2 =
{g

`
, (3 +

√
6)
g

`
, (3−

√
6)
g

`

}

(45)

Next, we calculate the motion of the normal modes. This is done by calculating the eigenvectors
a for each eigenfrequency. We start with the the eigenfrequency ω2 = g/`





0 −m`2 −mg`
−mg` 0 0
−mg` 0 0









a1

a2

a3



 = 0 ⇒





0
a2

−a2



 =
1√
2





0
1
−1



 (46)

We follow the same procedure for the two remaining eigenfrequencies and find the eigenvalues to
be

ω2 = (3 +
√
6)
g

`
⇒ −mg`





3(2 +
√
6) (3 +

√
6) (3 +

√
6)

(3 +
√
6) (2 +

√
6) 0

(3 +
√
6) 0 (2 +

√
6)









1
a2

a3



 ⇒ 1

2





1
a−
a−



 (47)

where

a− = −3 +
√
6

2 +
√
6
= −

√

3

2
≈ −1.22474 (48)

Finally, repeat for the remaining eigenfrequency and we get

ω2 = (3−
√
6)
g

`
⇒ −mg`





3(2−
√
6) (3−

√
6) (3−

√
6)

(3−
√
6) (2−

√
6) 0

(3−
√
6) 0 (2−

√
6)









1
a2

a3



 ⇒ 1

2





1
a+

a+



 (49)

where

a+ = −3−
√
6

2−
√
6
=

√

3

2
≈ +1.22474 (50)

What we have arrived at is the following description of the motion: The mode associated with
the frequency ω2 = g/` has the upper mass stationary and the lower masses oscillating with the
same amplitude, but π radians out of phase. The frequency ω2 = (3 +

√
6)g/`) corresponds to

the two lower mass in phase and same amplitude, but π radians out of phase with the upper mass
which has a smaller amplitude. The final mode corresponds to the two lower masses in phase with
the upper mass, but the upper mass has a smaller amplitude.
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