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MoUvaUon:	Electronic	Systems	out	of	Equilibrium		

An	isolated	system	le\	for	sufficient	Ume	will	reach	a	
final	equilibrium	with	a	spaUally	uniform	temperature	

Important	concept	from	classical	thermodynamics	is	thermal	equilibrium
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System	no	longer	defined	by	a	unique	temperature	…	
thermal	equilibrium	is	broken

Some	of	the	most	difficult	problems	in	physics	concern	the	treatment	of	
systems	that	are	driven	out	of	equilibrium	by	some	suitable	sUmulus

MoUvaUon:	Electronic	Systems	out	of	Equilibrium		

Stimulus

T

Stimulus: Heat, Light, Electric Field, …

Thermal Equilibrium

STIMULUS
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MoUvaUon:	Electronic	Systems	out	of	Equilibrium		

The	s7mulus	causes	transport	in	the	system	that	can	be	influenced	by	a	
number	of	different	carrier	processes

Electron-
Electron 
Scattering

Electron-
Phonon 

Scattering

Electron-
Hole Pair 
Creation

DescripUon	of	transport	in	this	many-body	environment	
can	be	extremely	challenging	

…
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MoUvaUon:	Electronic	Systems	out	of	Equilibrium		

We	are	interested	in	the	manifesta7ons	of	this	problem	that	arise	in	the	
discussion	of	transport	in	nanoscale	semiconductor	devices
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Energy	Transfer	in	Condensed	MaYer	Systems		

When	a	s7mulus	is	applied	to	such	devices	the	energy	of	their	carriers	is	
redistributed	over	a	number	of	characteris7c	7me	scales	

Time

fs ps ns µs

e-e Scattering 
Thermalizes 
Carriers at “Hot” 
Temperature

Electron-
Phonon 
Energy 
Exchange

Phonon-Mediated 
Heat Conduction 
Across the System

The	slower	processes	indicated	here	can	be	accessed	in	
real	Ume	via	microwave-domain	pulsing	approaches

MICROWAVE RANGE
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Energy	Transfer	in	Condensed	MaYer	Systems		

Electron-phonon	energy	exchange	can	be	probed	by	using	rapid	pulsing	to	
inves7gate	details	of	transport	under	strongly-nonequilibrium	condi7ons

Careful	applicaUon	of	microwave-matching	techniques	
allows	sub-100-ps	Ume	resoluUon	in	these	studies
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How	High	Can	You	Go?

ARTICLES NATURE PHYSICS DOI: 10.1038/NPHYS2494
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Figure 1 | Tunability of the Bloch–Grüneisen temperature and noise thermometry set-up. a, Electron–phonon interactions scatter carriers from one point
on the Fermi surface (red circle) to another, within the boundary of the available phonon space (blue circle). In low-temperature regime (Tph <TBG), qmax is
smaller than 2kF, which represents a full backscattering of electrons. b, The Fermi surface shrinks as the carrier density decreases, resulting in a smaller
value of TBG. Here, when Tph = TBG, qmax just equals 2kF. c, In the vicinity of the charge neutrality point, one enters the high-temperature regime, where
Tph > TBG. Here, only phonons with q 2kF can scatter off the electrons in the ordinary collisions (green arrows), whereas the entire thermal distribution of
phonons is allowed for disorder-assisted supercollisions (purple arrow). d, Sketch of noise thermometry set-up. Measurements are carried out in liquid
helium immersion: Joule power is supplied to the sample, creating a hot-carrier population. The hot electrons (diffuse red) induce a thermal noise (current
generator SI) and are cooled by the graphene lattice (small balls). The current fluctuations are amplified using a cryogenic low-noise amplifier (LNA).
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Figure 2 | Electron temperature in graphene as a function of supplied
Joule power. Electron temperature as a function of Joule power per unit
area, P=V2/(RWL), in a sample of width W= 2.8 µm and length
L= 2.2 µm. Data is shown for selected gate voltages: Vg ranges from high
carrier density (�55 V) to charge neutrality (Vg = 12 V). For comparison,
the lattice temperature (dashed line) is estimated from Tph ⇡ (P/6K)1/4

with the lattice-substrate coupling constant 6K ' 10 Wm�2K�4. Inset:
Resistance as a function of gate voltage at 4.2 K.

in graphene. The steady-state value of Te is determined by
the balance between the Joule heating P and the cooling
power J at play14. The cooling of electrons occurs either
through heat transfer to the phonons or heat diffusion to the
metallic leads. The heat diffusion length, inversely proportional
to Te , is typically ⇠250 nm at Te = 400 K, which is one
tenth of the sample length. Therefore, at sufficiently high bias
(P ⇠> 10 µW µm�2) the diffusive contribution can be neglected,
and the electron–lattice cooling can be directly investigated12.
Similarly, Tph reaches a steady-state value when the same power
from the electrons is transferred to the substrate with a typical
black-body radiation law P = 6K (T 4

ph � T 4
0 ). The phonon–

substrate coupling constant15, 6K ' 10Wm�2K�4, is 3–4 orders of
magnitude larger than the electron–phonon coupling constant in
graphene12, andwe achieve phonon temperaturesTph '4–65Kwith
P = 0–0.2mW µm�2.
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Figure 3 | Supercollision cubic law. Electron temperatures are plotted as
T3
e /P for a range of selected gate voltages. TBG is tuned by the electrostatic

gate potential, and shown as the dashed–dotted line. For temperatures
Tph >TBG, the SC cooling dominates, visible from the arising plateaux in the
T3
e /P representation.

To test the supercollision mechanism, we plot in Fig. 3 the
electron temperature in the representation T 3

e /P as a function of
P . SC theory predicts the energy loss power

JSC =A (T 3
e �T 3

ph), A= 9.62
g 2⌫2(EF)k3B

h̄kFl
(1)

while modelling disorder by short-range scatterers. Here g is
the electron–phonon coupling, ⌫(EF) is the density of states per
spin/valley flavour, and l is the mean free path. In this model kFl is a
constant inversely proportional to the strength and concentration
of impurities. Other types of disorder, such as ripples4 or to
some extent long-range impurities can give rise to a similar T 3

dependence; however, with different expressions for the coupling
constant. Note that, with Te � Tph, the T 3

e /P plateau corresponds
to the inverse of the coupling constant A.

The T 3
e /P plots (Fig. 3) demonstrate three different cooling

regimes; the dip at P ⇡ 0 representing the heat conduction to

110 NATURE PHYSICS | VOL 9 | FEBRUARY 2013 | www.nature.com/naturephysics

© 2013 Macmillan Publishers Limited. All rights reserved

Recently	graphene	has	emerged	as	a	material	whose	superla7ve	electrical	
proper7es	make	it	aIrac7ve	for	many	electronic-device	applica7ons	

A.C.	Betz	et	al.,	Nat.	Phys.	9,	109	(2013)

A	criUcal	quesUon	concerns	the	maximum	(saturated)	dri\	
velocity	to	which	graphene’s	carriers	can	be	accelerated
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How	High	Can	You	Go?

The	driK	velocity	in	semiconductors	does	not	increase	indefinitely	but	
rather	saturates	at	high	electric	fields	due	to	opUcal-phonon	emission	

The	saturaUon	limits	the	ulUmate	current-carrying	capacity	
of	the	semiconductor
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The	large	op7cal-phonon	energies	of	graphene	promise	high	satura7on	
veloci7es	-	beYer	than	tradi7onal	semiconductors

M.V.	Fischek	et	al.	
J.	Phys.:	Cond.	MaY.	25,	473202	(2013)
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The novel electronic properties of graphene1–4, including a linear
energy dispersion relation and purely two-dimensional
structure, have led to intense research into possible
applications of this material in nanoscale devices. Here we
report the first observation of saturating transistor
characteristics in a graphene field-effect transistor. The
saturation velocity depends on the charge-carrier
concentration and we attribute this to scattering by interfacial
phonons in the SiO2 layer supporting the graphene channels5,6.
Unusual features in the current–voltage characteristic are
explained by a field-effect model and diffusive carrier
transport in the presence of a singular point in the density of
states. The electrostatic modulation of the channel through an
efficiently coupled top gate yields transconductances as high as
150 mS mm21 despite low on–off current ratios. These results
demonstrate the feasibility of two-dimensional graphene
devices for analogue and radio-frequency circuit applications
without the need for bandgap engineering.

Field-effect transistors based on carbon nanotubes have been
the subject of intensive research for the last decade7–11. The
limited control over the chirality and diameter of nanotubes (and
the associated electronic bandgap) remains a major problem. A
further limitation is the requirement for sufficiently tightly
packed arrays of nanotubes to achieve current levels comparable
to silicon field-effect devices12. Graphene offers many of
the advantages of carbon nanotubes—carrier mobilities of up to
2 ! 104 cm2 V21 s21 in substrate supported devices2–4 and large
("1! 108 A cm22) critical current densities1—without the need
for assembling large parallel arrays of nanotubes to achieve high
on currents. The fabrication of the first field-effect graphene-
based devices1 led to an explosion of interest in the electronic
properties of graphene. In graphene, the charge carriers in the
two-dimensional (2D) channel can change from electrons to
holes with the application of an electrostatic gate, with a
minimum density (or Dirac) point characterizing the transition.
The zero bandgap of graphene limits achievable on–off current
ratios (Ion/Ioff ). Bandgaps of up to 400 meV have been
introduced by patterning graphene into narrow ribbons13–15,
although this has resulted in significant mobility degradation and
fabrication challenges. Bandgaps can also be achieved through
the application of perpendicular electric fields to bilayer graphene

structures16,17, but these gaps are far less than 400 meV and
would lead to significant band-to-band tunnelling.

In this Letter, we describe the design of a top-gated graphene
field-effect transistor (GFET) based on a high-k gate dielectric
without bandgap engineering. Despite Ion/Ioff # 7, high
transconductances and current saturation are achieved, making
this device well-suited for analogue applications. The GFETs
(Fig. 1a) have source and drain regions that are electrostatically
doped by the back gate, which enables control over the contact
resistance and threshold voltage of the top-gated channel.
Figure 1b shows a GFET structure with 3-mm source–drain
separation, a 1-mm top-gate length and a device width of 5 mm.
We present representative measurement results for a similar
device with a width of 2.1 mm. Figure 1c shows source–
drain small-signal conductance of gds W ð@Id=@VsdÞjVgs&back ,Vgs&top

where Id is the current into the drain and Vsd is the source–drain
voltage (near Vsd ¼ 0 V) for varying back-gate (Vgs-back) and top-
gate (Vgs-top) bias. These data are taken at 1.7 K in order to
suppress gate hysteresis by freezing out trapped charge, allowing
a more accurate estimate of the top-gate capacitance. Room-
temperature measurements are presented in the Supplementary
Information. The back-gate capacitance (Cback) is "12 nF cm22

(thickness of 285 nm, k # 3.9). Sheet carrier concentrations
(electrons or holes) in the source and drain regions can be
approximated by

n ffi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n 20 þ ðCbackðVgs&back & V0

gs&backÞ=eÞ
2

q

where Vgs-back
0 is the back-gate-to-source voltage at the Dirac point

in these regions and n 0 is the minimum sheet carrier concentration
as determined by disorder and thermal excitation18,19. From
the constant top-gate voltage slice of Fig. 1f, Vgs-back

0 # 2.7 V,
indicating slight p-type doping, which is most likely due to
impurities adsorbed to the graphene. Under the top gate, carrier
concentrations are determined by both the front and back gates,

n ffi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n 20 þ ð½CbackðVgs&back & V0

gs&backÞ
þCtopðVgs&top & V0

gs&topÞ*=eÞ
2
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efficiently coupled top gate yields transconductances as high as
150 mS mm21 despite low on–off current ratios. These results
demonstrate the feasibility of two-dimensional graphene
devices for analogue and radio-frequency circuit applications
without the need for bandgap engineering.
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based devices1 led to an explosion of interest in the electronic
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two-dimensional (2D) channel can change from electrons to
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although this has resulted in significant mobility degradation and
fabrication challenges. Bandgaps can also be achieved through
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would lead to significant band-to-band tunnelling.
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without bandgap engineering. Despite Ion/Ioff # 7, high
transconductances and current saturation are achieved, making
this device well-suited for analogue applications. The GFETs
(Fig. 1a) have source and drain regions that are electrostatically
doped by the back gate, which enables control over the contact
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HIGH-FIELD TRANSPORT IN TWO-DIMENSIONAL GRAPHENE PHYSICAL REVIEW B 84, 125450 (2011)
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FIG. 2. (Color online) Current saturation model in 2D graphene.
(a) The distribution function of streaming model at steady state.
f (k) = 1 at colored region; otherwise, f (k) = 0. (b) The saturation
velocity vs carrier concentration.

before the heat propagates into the substrate or contacts. The
characteristic lifetime of optical phonon decay into acoustic
phonon modes is ∼1–5 ps in carbon-based sp2 crystals.27 Since
the optical phonon lifetime is much longer than the phonon
generation time (∼0.1 ps), the optical phonon population in
graphene is out of equilibrium. The fast generation rate and
slow decay rate of optical phonons result in a hot phonon effect
in graphene.

Before presenting the numerical results of the ensemble
MC calculation, a heuristic picture of the high-field transport
properties in graphene is developed in the next section. A
simple model considering the effect of carrier degeneracy
provides analytical estimation of the saturation currents for
degenerate electron systems.

III. HIGH-FIELD TRANSPORT MODEL IN GRAPHENE

The electron distribution function in k space in the steady
state at high electric fields can be approximated, since the
optical phonon emission is much faster than competing energy
relaxation mechanisms. The steady-state electron distribution
function f (k) under this assumption is shown in Fig. 2(a).
The electrons are distributed between two energy contour
circles; the high-energy circle Eh = h̄vF kh and the low-energy
circle El = h̄vF kl . All electrons move toward kx -direction
under the applied electric field. Once electrons approach the
high-energy circle on the right, they are scattered back to the
low-energy circle by emitting optical phonon instantaneously.
Therefore, the energy difference between the two circles is
the optical phonon energy, Eh − El = h̄ωo, as indicated in
the figure. The state occupation inside the low-energy circle
is full so that optical phonon emission by electrons with
energy smaller than Eh are prohibited by the Pauli exclusion
principle. As optical phonon emission continues and scatters
the electrons from high-energy states back to the low-energy
states, distribution function f (k) is squeezed and elongated
along the direction of the electric field. The steady distribution
function is called “streaming” distribution. This streaming
model captures the effect of carrier degeneracy, which has
not been considered in high-field transport in traditional
nondegenerate semiconductors.

The carrier concentration is proportional to the area of the
distribution function S in k space, n = gsgvS/(2π )2, where
gs and gv are spin and valley degeneracies in graphene. The
area of the distribution function is given by

S = πk2
l

2
+ kl

√
k2
h − k2

l + k2
h tan−1

⎛

⎝ kl√
k2
h − k2

l

⎞

⎠ , (8)

from which the dimensions of the distribution function (kl ,kh)
can be calculated at any carrier concentration. The current
flowing in the direction of the electric field corresponding to
the distribution function in Fig. 2(a) is then found by summing
the x-directed group velocities of all states inside the shaded
region in the k space; the value is found to be

Jsat = 2eωo

π2h̄vF

El , (9)

where El is the electron energy at the low-energy circle.
This streaming model shows that the saturation current is
proportional to the optical phonon frequency and radius of
the low-energy circle. In Fig. 2(b), the ensemble saturation
velocity vsat = Jsat/en is plotted against the electron density.
The saturation velocity varies with carrier concentration and
is not a constant. It approaches the Fermi velocity in graphene
vF = 108 cm/s as n → 0, and falls to ∼2 × 107 cm/s at
n ∼ 1013/cm2. The dotted line shows the closely related square
root relation vsat = ωo/2

√
nπ proposed in Ref. 11.

Traditionally, the saturation velocity in nondegenerate
semiconductors has been considered a constant, e.g., vsat =
107cm/s in Si at room temperature.28 The reason for
the carrier-density dependent saturation velocity in graphene
is the degeneracy of carriers and the Pauli exclusion principle.
Close to inverse square-root dependence of the effective
ensemble saturation velocity on the carrier density has been
measured in graphene on the SiO2 substrate.12,17 The model
presented here captures the essence of the high-field transport
and is in agreement with the experimental results, indicating
that the carrier degeneracy plays a major role on high-field
transport in graphene. However, the model here can stand on
a firmer footing by using a numerical Monte Carlo approach
to find high-field transport properties, which is the topic of the
next section.

IV. MONTE CARLO SIMULATION: IMPLEMENTATION
AND RESULTS

In the MC implementation of the high-field transport
problem, we have considered electron energies ranging from
0 to 10 h̄ωo in the graphene conduction band. The k space is
divided into around 105 cells. In simulation, “superelectrons”
move in k space according to Newton’s law F = h̄dk/dt .21

The number of superelectrons varies from 1000 to be more
than 104, depending on the carrier density. The current is
calculated by summation of the group velocities over all the
superelectrons.

The screening of the e-e Coulombic interaction is depen-
dent on the carrier temperature. In the MC simulation, the
electron temperature Te is updated every time slot (∼0.5 fs).
The temperature was calculated from the thermal energy of
electron gas Eth = h̄vF

∑
i(ki − k̄), where ki is the wave vector

125450-3

T.	Fang	et	al.,	Phys.	Rev.	B 
84,	125450	(2011)

ħωOP	=	160	-	200	meV	⇒	
vsat	>	5	×	107	cms-1	(n,	p	=	1012	cm-2)	
c.f.	vsat	=	107	cms-1	for	Si		
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We examine mobility and saturation velocity in graphene on SiO2 above room temperature !300–
500 K" and at high fields !#1 V /!m". Data are analyzed with practical models including gated
carriers, thermal generation, “puddle” charge, and Joule heating. Both mobility and saturation
velocity decrease with rising temperature above 300 K, and with rising carrier density above 2
" 1012 cm−2. Saturation velocity is # 3" 107 cm /s at low carrier density, and remains greater than
in Si up to 1.2" 1013 cm−2. Transport appears primarily limited by the SiO2 substrate but results
suggest intrinsic graphene saturation velocity could be more than twice that observed here. © 2010
American Institute of Physics. $doi:10.1063/1.3483130%

The excellent electrical and thermal properties of
graphene hold great promise for applications in future
integrated-circuit technology.1 For instance, the electron and
hole energy bands are symmetric,1,2 leading to equal and
high electron and hole mobilities, unlike in typical semicon-
ductors like Si, Ge, or GaAs where hole mobility is lower.
However, despite many measurements at low fields and low
temperatures,3 surprisingly little data or models exist for
transport in graphene at temperatures and high electric fields
typical of modern transistors.

In this study we measure mobility in the
T=300–500 K range and velocity saturation at fields F
#1 V /!m in monolayer graphene on SiO2, both as a func-
tion of carrier density. We also introduce simple models in-
cluding proper electrostatics, and self-heating4 at high fields.
We find that mobility and saturation velocity decrease with
rising temperature above 300 K, and with rising carrier den-
sity above 2" 1012 cm−2, and appear limited by the SiO2
substrate. The relatively straightforward approach presented
can be used for device simulations or extended to graphene
on other substrates.

We fabricated four-probe graphene structures on SiO2
with a highly doped Si substrate as the back-gate $Fig. 1!a"
and Ref. 5%. To obtain mobility and drift velocity from con-
ductivity measurements, we model the carrier density includ-
ing gate-induced !ncv", thermally generated !nth" carriers,
electrostatic spatial inhomogeneity !n!" and self-heating at
high fields. Previous mobility estimates using only ncv could
lead to unphysically high mobility !!→$" near the Dirac
voltage !VG=V0" at the minimum conductivity point.

First, we note the gate voltage imposes a charge balance
relationship as

ncv = p − n = − CoxVG0/q , !1"

where Cox=%ox / tox is the capacitance per unit area !quantum
capacitance can be neglected here6,7", %ox is the dielectric
constant of SiO2, q is the elementary charge, and VG0=VG
−V0 is the gate voltage referenced to the minimum conduc-
tivity point. Then, we define an average Fermi level EF such
that &=EF /kBT, leading to the mass-action law,6

pn = nth
2 I1!&"I1!− &"

I1
2!0"

, !2"

where nth= !' /6"!kBT /(vF"2 is the thermal carrier density,
vF&108 cm /s is the Fermi velocity, and Ij!&" is the Fermi–
Dirac integral, I1!0"='2 /12.

Next, we account for the spatial charge !“puddle”" inho-
mogeneity of graphene due to substrate impurities.8,9 The
puddle surface potential can be approximated7 as a periodic
step function with amplitude )* related to the width of the
minimum conductivity plateau,5,10 as given by the residual
carrier puddle density !n!" due to charged impurities in the
SiO2 !nimp". We find n!&0.297nimp&2.63" 1011 cm−2

here,5 i.e., a surface potential variation *&59 meV. This is
similar to a previous study !#54 meV",7 to scanning tunnel-
ing microscopy results !#77 meV",9 and this translates into
a Dirac voltage variation *V0=qn! /Cox&3.66 V.

The total carrier density can be determined numerically
by averaging Eqs. !1" and !2" for the regions of )*, but does
not yield an analytic expression. In order to simplify this,
we note that at low charge density !&→0" the factor
I1!&"I1!−&" /I1

2!0" in Eq. !2" approaches unity. At large
'VG0' the gate-induced charge dominates, i.e., ncv+ nth when
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FIG. 1. !Color online" !a" Schematic of a graphene sample !W=7 !m, L
=4 !m, and tox=300 nm" connected to four-probe electrodes; graphene
colorized for clarity. Thermal resistance model is used to calculate average
temperature rise at high bias. !b" Calculated carrier density vs. gate voltage
at 300 K and 500 K in electron-doped regime !n# p". Solid lines include
contribution from electrostatic inhomogeneity n! and thermal carriers nth
!both relevant at 300 K", dotted lines include only nth !dominant at 500 K".
Dashed line shows only contribution from gating, ncv.
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We consider two dominant phonon mechanisms in Fig.
3!c", !"OP=55 meV !lower dashed, SiO2 substrate OP"19

and !"OP=160 meV !upper dashed, graphene zone-edge
OP".20 The model limited by SiO2 phonons slightly underes-
timates vsat, while the model with graphene OPs significantly
overestimates the measured vsat. This suggests that both
phonons play a role in limiting vsat, but that substrate
phonons are dominant for graphene on SiO2. !For device
simulations the fit can be optimized using an intermediate
value !"OP#81 meV". Nevertheless, vsat is greater than in
Si for charge densities n# 1.2$ 1013 cm−2 and more than
twice that of Si at n# 4$ 1012 cm−2. With only the graphene
OP !!"OP=160 meV" the model suggests an upper limit for
the “maximum” vsat that could be expected. This intrinsic
vsat could be more than twice as high as that measured here
on SiO2 and from two to six times higher than in Si for the
carrier densities considered here.

Finally, we note the data in Fig. 3!c" suggest a tempera-
ture dependence of vsat, included here through the last term
in Eq. !7". This term is qualitatively similar to that in Si,21

and due to the OP scattering !emission" rate being propor-
tional to !NOP+1".22 The model yields a $20% decrease in
vsat between $280 K and $500 K if the SiO2 phonon is
dominant, and a $2% decrease if the graphene OP is domi-
nant. The data in Fig. 3!c" show much closer agreement with
the former, once again indicating the effect of the SiO2 in
limiting graphene transport.

In summary, we examined mobility and saturation veloc-
ity in graphene on SiO2, including the roles of carrier density
and temperature. We focused on the T% 300 K and high
field F% 1 V /&m regime, where few studies exist. Both
data and models point to the SiO2 substrate limiting
graphene transport. Nevertheless, the maximum saturation
velocity could be two to six times greater than in Si up to
carrier densities of 1.2$ 1013 cm−2. The models introduced
are simple yet practical, and can be used in future simula-
tions of graphene devices operating near room temperature
and up to high fields.
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We examine mobility and saturation velocity in graphene on SiO2 above room temperature !300–
500 K" and at high fields !#1 V /!m". Data are analyzed with practical models including gated
carriers, thermal generation, “puddle” charge, and Joule heating. Both mobility and saturation
velocity decrease with rising temperature above 300 K, and with rising carrier density above 2
" 1012 cm−2. Saturation velocity is # 3" 107 cm /s at low carrier density, and remains greater than
in Si up to 1.2" 1013 cm−2. Transport appears primarily limited by the SiO2 substrate but results
suggest intrinsic graphene saturation velocity could be more than twice that observed here. © 2010
American Institute of Physics. $doi:10.1063/1.3483130%

The excellent electrical and thermal properties of
graphene hold great promise for applications in future
integrated-circuit technology.1 For instance, the electron and
hole energy bands are symmetric,1,2 leading to equal and
high electron and hole mobilities, unlike in typical semicon-
ductors like Si, Ge, or GaAs where hole mobility is lower.
However, despite many measurements at low fields and low
temperatures,3 surprisingly little data or models exist for
transport in graphene at temperatures and high electric fields
typical of modern transistors.

In this study we measure mobility in the
T=300–500 K range and velocity saturation at fields F
#1 V /!m in monolayer graphene on SiO2, both as a func-
tion of carrier density. We also introduce simple models in-
cluding proper electrostatics, and self-heating4 at high fields.
We find that mobility and saturation velocity decrease with
rising temperature above 300 K, and with rising carrier den-
sity above 2" 1012 cm−2, and appear limited by the SiO2
substrate. The relatively straightforward approach presented
can be used for device simulations or extended to graphene
on other substrates.

We fabricated four-probe graphene structures on SiO2
with a highly doped Si substrate as the back-gate $Fig. 1!a"
and Ref. 5%. To obtain mobility and drift velocity from con-
ductivity measurements, we model the carrier density includ-
ing gate-induced !ncv", thermally generated !nth" carriers,
electrostatic spatial inhomogeneity !n!" and self-heating at
high fields. Previous mobility estimates using only ncv could
lead to unphysically high mobility !!→$" near the Dirac
voltage !VG=V0" at the minimum conductivity point.

First, we note the gate voltage imposes a charge balance
relationship as

ncv = p − n = − CoxVG0/q , !1"

where Cox=%ox / tox is the capacitance per unit area !quantum
capacitance can be neglected here6,7", %ox is the dielectric
constant of SiO2, q is the elementary charge, and VG0=VG
−V0 is the gate voltage referenced to the minimum conduc-
tivity point. Then, we define an average Fermi level EF such
that &=EF /kBT, leading to the mass-action law,6

pn = nth
2 I1!&"I1!− &"

I1
2!0"

, !2"

where nth= !' /6"!kBT /(vF"2 is the thermal carrier density,
vF&108 cm /s is the Fermi velocity, and Ij!&" is the Fermi–
Dirac integral, I1!0"='2 /12.

Next, we account for the spatial charge !“puddle”" inho-
mogeneity of graphene due to substrate impurities.8,9 The
puddle surface potential can be approximated7 as a periodic
step function with amplitude )* related to the width of the
minimum conductivity plateau,5,10 as given by the residual
carrier puddle density !n!" due to charged impurities in the
SiO2 !nimp". We find n!&0.297nimp&2.63" 1011 cm−2

here,5 i.e., a surface potential variation *&59 meV. This is
similar to a previous study !#54 meV",7 to scanning tunnel-
ing microscopy results !#77 meV",9 and this translates into
a Dirac voltage variation *V0=qn! /Cox&3.66 V.

The total carrier density can be determined numerically
by averaging Eqs. !1" and !2" for the regions of )*, but does
not yield an analytic expression. In order to simplify this,
we note that at low charge density !&→0" the factor
I1!&"I1!−&" /I1

2!0" in Eq. !2" approaches unity. At large
'VG0' the gate-induced charge dominates, i.e., ncv+ nth when
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FIG. 1. !Color online" !a" Schematic of a graphene sample !W=7 !m, L
=4 !m, and tox=300 nm" connected to four-probe electrodes; graphene
colorized for clarity. Thermal resistance model is used to calculate average
temperature rise at high bias. !b" Calculated carrier density vs. gate voltage
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contribution from electrostatic inhomogeneity n! and thermal carriers nth
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Fig. 3. Cross section of graphene device temperature (a) with no capping
layer and (b) with a 200-nm SiO2 cap layer, 2.5 µs after a 0.5-mW input pulse.
(c) Calculated thermal time constants of graphene devices as a function of tbox
(◦) without a capping layer, (▽) with a 200-nm cap layer, and (") with a
500-nm cap layer. Dashed lines are fits with (1). The inset shows the tempera-
ture transient for tcap = 200 nm and tbox = 250 nm.

The symbols in Fig. 3(c) summarize the calculated thermal
time constant of the graphene device, as the tbox is scaled, for
devices with a capping layer of 200 and 500 nm and without
(“no cap”). We can understand the scaling of the thermal
time constant through a simple analytic model, which includes
each region as a lumped thermal resistance Rth and thermal
capacitance Cth. The thermal time constant τ is the sum of
contributions (ΣRthCth) from the relevant regions, i.e.,

τ ≈ f1
CV

kox
t2box +

[
f2

CV

kox
tcap +

CVm

km
tm

]
(tbox + teq) (1)

where CV =1.76 MJ·K−1 ·m−3 and CVm=2.88 MJ·K−1 ·m−3

are the heat capacities of the oxide and metal gate [15], respec-
tively; and tm and km(=40 W·m−1 ·K−1 for Pd) are the thick-
ness and the thermal conductivity of the metal gate, respectively.
The geometrical prefactors f1∼0.6 and f2∼0.8 represent the
fractions of the total temperature drop in the bottom oxide
and in the top capping layer, respectively. The last term teq≈
200 nm accounts for the thermal equivalent of transient cooling
in the Si substrate (the limit tbox→0), which is consistent with
previous studies on bulk CMOS devices [16]. We note that the
aforementioned analytic model could also be applied to other
devices based on atomically thin materials such as MoS2 or to
ultrathin-body silicon-on-insulator (SOI) transistors.

The model of (1) is plotted with dashed lines in Fig. 3(c),
which is in good agreement with our FE simulations (sym-
bols). The FE results are realistic within 10%–20% accuracy,
depending on the simulated domain size and the choice of 3-D
versus 2-D simulations (the main tradeoff being CPU time);
however, the main physical trends persist. These results suggest
that thermal time constants follow an approximately quadratic
dependence on tbox, which contributes to both the thermal
resistance and the thermal capacitance of the device.

The capping layer and the metal gate do contribute to the term
in (1) that is linear in tbox but do not aid in “cooling” the device
otherwise. Thus, a thicker gate or capping layer only adds “ther-
mal ballast” and can increase the thermal time constant. Inter-
estingly, due to its thinness, the graphene layer itself does not
influence the thermal transient of the device, which is dom-

inated by the heating of the surrounding materials. This is a
unique aspect of devices based on graphene (or other 2-D mono-
layer materials such as MoS2) versus that of older SOI tech-
nology, where a substantial thickness of the Si “body” retains
nonnegligible heat capacity and thermal resistance [17], [18].

To conclude, we have found that Joule heating during oper-
ation is partly responsible for current saturation and degrada-
tion observed in graphene device experiments. Self-heating is
reduced with thinner dielectrics, and for sub-0.5-µm channel
lengths the contacts begin to play a role in heat sinking.
The thermal time constants of GOI devices are in the range
between 30–300 ns and are strongly dependent on the materials
surrounding the channel. Thermal transients are much slower
than electrical transients (∼1–10 ps), which is consistent with
previous work on SOI technology [17], [18]. This implies that
graphene devices are slow to heat up or cool down after electri-
cal switching, and for instance, pulsed operation on timescales
shorter than the thermal time constant can benefit from reduced
self-heating compared with DC operating modes.
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Role of Joule Heating on Current Saturation and
Transient Behavior of Graphene Transistors
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Abstract—We use simulations to examine current saturation in
sub-micron graphene transistors on SiO2/Si. We find that self-
heating is partly responsible for current saturation (lower output
conductance) but degrades current densities above 1 mA/µm by
up to 15%. Heating effects are reduced if the supporting insulator
is thinned or, in shorter channel devices, by partial heat sinking at
the contacts. The transient behavior of such devices has thermal
time constants of ∼30–300 ns, which is dominated by the thickness
of the supporting insulator and that of the device capping layers
(a behavior also expected in ultrathin-body SOI transistors). The
results shed important physical insight into the high-field and
transient behavior of graphene transistors.

Index Terms—Current saturation, graphene field-effect transis-
tor (FET), scaling, self-heating, thermal transient.

I. INTRODUCTION

G RAPHENE has attracted much interest for transistor ap-
plications, initially due to its high carrier mobility, i.e.,

∼104 cm2 ·V−1 ·s−1 [1]. Recent work has also found drift veloc-
ity saturation at high field in graphene, at values several times
higher than in silicon [2]. However, velocity saturation alone is
not sufficient for current saturation because the carrier density
can continue to increase with drain voltage in a zero-band-gap
material, where the channel cannot be fully pinched off. Current
saturation is important for low output conductance go and am-
plifier gain [1], [3], and in practice, it has been partly achieved
through a combination of velocity saturation and electrostatic
charge control [4], [5]. At the same time, high-field transport in
graphene is also influenced by self-heating [2], [6], as revealed
by recent infrared and Raman thermal imaging [7]–[10].

In this letter, we examine the effect of self-heating on current
saturation in sub-micron graphene-on-insulator (GOI) transis-
tors through electro-thermal device simulations. We consider
the role of the buried oxide thickness tbox under the graphene
and of the device length L. We also observe that practical
graphene devices can be operated in transient (pulsed) mode
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Fig. 1. (a) Schematic of a simulated graphene device on SiO2/Si substrate
(image courtesy of F. Lian). (b) Current saturation with self-heating (solid lines)
vs. isothermal simulations (dashed lines) at three vertical fields (= VGS/tox).
(c) Carrier density along the channel at 1 MV/cm vertical field with and without
self-heating. (d) Temperature profiles at VSD = 2 V in (b), including self-
heating. The device has L = W = 1 µm and tbox = 300 nm.

and calculate their thermal time constants, i.e., the timescales
over which the device temperature ramps up or cools down after
electrical switching.

II. CURRENT SATURATION

The schematic of a typical GOI transistor is shown in Fig. 1(a).
Our simulations are based on the drift–diffusion approach, calcu-
lating carrier densities, electric field, drift velocity, potential, and
temperature along the channel and contacts self-consistently.
The simulator was extensively tuned against experimental data
[8], [10], including contact effects [11]. The metal–graphene
contact resistance per unit area used here is ρC=111 Ω·µm2,
which is near the low end of the range for typical Pd–graphene
or Au–graphene contacts [11]. The Dirac voltage of simulated
devices is V0=0 V, and the background temperature is T0=
293 K. Other parameters are as in [2], including compact
models of mobility and velocity saturation dependence on
carrier density and temperature. Since carrier mean free paths
in typical GOI transistors are in the 20 to 80 nm range [8], [10],
the model is most reliable for devices greater than ∼0.1 µm.

We first investigate self-heating and current saturation in
a device with channel length and width L = W = 1 µm.
Fig. 1(b) shows the computed current-voltage (ID−VSD) of
this device with tbox = 300 nm SiO2 and vertical electric fields
of 0.3, 0.6, and 1.0 MV/cm, respectively. The dashed lines
represent current without self-heating (T = T0), whereas the
solid lines show current degradation when Joule heating is
self-consistently taken into account. Thus, simulations suggest
that self-heating is at least partly responsible for the current
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and calculate their thermal time constants, i.e., the timescales
over which the device temperature ramps up or cools down after
electrical switching.

II. CURRENT SATURATION

The schematic of a typical GOI transistor is shown in Fig. 1(a).
Our simulations are based on the drift–diffusion approach, calcu-
lating carrier densities, electric field, drift velocity, potential, and
temperature along the channel and contacts self-consistently.
The simulator was extensively tuned against experimental data
[8], [10], including contact effects [11]. The metal–graphene
contact resistance per unit area used here is ρC=111 Ω·µm2,
which is near the low end of the range for typical Pd–graphene
or Au–graphene contacts [11]. The Dirac voltage of simulated
devices is V0=0 V, and the background temperature is T0=
293 K. Other parameters are as in [2], including compact
models of mobility and velocity saturation dependence on
carrier density and temperature. Since carrier mean free paths
in typical GOI transistors are in the 20 to 80 nm range [8], [10],
the model is most reliable for devices greater than ∼0.1 µm.

We first investigate self-heating and current saturation in
a device with channel length and width L = W = 1 µm.
Fig. 1(b) shows the computed current-voltage (ID−VSD) of
this device with tbox = 300 nm SiO2 and vertical electric fields
of 0.3, 0.6, and 1.0 MV/cm, respectively. The dashed lines
represent current without self-heating (T = T0), whereas the
solid lines show current degradation when Joule heating is
self-consistently taken into account. Thus, simulations suggest
that self-heating is at least partly responsible for the current
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Fig. 3. Cross section of graphene device temperature (a) with no capping
layer and (b) with a 200-nm SiO2 cap layer, 2.5 µs after a 0.5-mW input pulse.
(c) Calculated thermal time constants of graphene devices as a function of tbox
(◦) without a capping layer, (▽) with a 200-nm cap layer, and (") with a
500-nm cap layer. Dashed lines are fits with (1). The inset shows the tempera-
ture transient for tcap = 200 nm and tbox = 250 nm.

The symbols in Fig. 3(c) summarize the calculated thermal
time constant of the graphene device, as the tbox is scaled, for
devices with a capping layer of 200 and 500 nm and without
(“no cap”). We can understand the scaling of the thermal
time constant through a simple analytic model, which includes
each region as a lumped thermal resistance Rth and thermal
capacitance Cth. The thermal time constant τ is the sum of
contributions (ΣRthCth) from the relevant regions, i.e.,

τ ≈ f1
CV

kox
t2box +

[
f2

CV

kox
tcap +

CVm

km
tm

]
(tbox + teq) (1)

where CV =1.76 MJ·K−1 ·m−3 and CVm=2.88 MJ·K−1 ·m−3

are the heat capacities of the oxide and metal gate [15], respec-
tively; and tm and km(=40 W·m−1 ·K−1 for Pd) are the thick-
ness and the thermal conductivity of the metal gate, respectively.
The geometrical prefactors f1∼0.6 and f2∼0.8 represent the
fractions of the total temperature drop in the bottom oxide
and in the top capping layer, respectively. The last term teq≈
200 nm accounts for the thermal equivalent of transient cooling
in the Si substrate (the limit tbox→0), which is consistent with
previous studies on bulk CMOS devices [16]. We note that the
aforementioned analytic model could also be applied to other
devices based on atomically thin materials such as MoS2 or to
ultrathin-body silicon-on-insulator (SOI) transistors.

The model of (1) is plotted with dashed lines in Fig. 3(c),
which is in good agreement with our FE simulations (sym-
bols). The FE results are realistic within 10%–20% accuracy,
depending on the simulated domain size and the choice of 3-D
versus 2-D simulations (the main tradeoff being CPU time);
however, the main physical trends persist. These results suggest
that thermal time constants follow an approximately quadratic
dependence on tbox, which contributes to both the thermal
resistance and the thermal capacitance of the device.

The capping layer and the metal gate do contribute to the term
in (1) that is linear in tbox but do not aid in “cooling” the device
otherwise. Thus, a thicker gate or capping layer only adds “ther-
mal ballast” and can increase the thermal time constant. Inter-
estingly, due to its thinness, the graphene layer itself does not
influence the thermal transient of the device, which is dom-

inated by the heating of the surrounding materials. This is a
unique aspect of devices based on graphene (or other 2-D mono-
layer materials such as MoS2) versus that of older SOI tech-
nology, where a substantial thickness of the Si “body” retains
nonnegligible heat capacity and thermal resistance [17], [18].

To conclude, we have found that Joule heating during oper-
ation is partly responsible for current saturation and degrada-
tion observed in graphene device experiments. Self-heating is
reduced with thinner dielectrics, and for sub-0.5-µm channel
lengths the contacts begin to play a role in heat sinking.
The thermal time constants of GOI devices are in the range
between 30–300 ns and are strongly dependent on the materials
surrounding the channel. Thermal transients are much slower
than electrical transients (∼1–10 ps), which is consistent with
previous work on SOI technology [17], [18]. This implies that
graphene devices are slow to heat up or cool down after electri-
cal switching, and for instance, pulsed operation on timescales
shorter than the thermal time constant can benefit from reduced
self-heating compared with DC operating modes.
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Fig. 3. Cross section of graphene device temperature (a) with no capping
layer and (b) with a 200-nm SiO2 cap layer, 2.5 µs after a 0.5-mW input pulse.
(c) Calculated thermal time constants of graphene devices as a function of tbox
(◦) without a capping layer, (▽) with a 200-nm cap layer, and (") with a
500-nm cap layer. Dashed lines are fits with (1). The inset shows the tempera-
ture transient for tcap = 200 nm and tbox = 250 nm.

The symbols in Fig. 3(c) summarize the calculated thermal
time constant of the graphene device, as the tbox is scaled, for
devices with a capping layer of 200 and 500 nm and without
(“no cap”). We can understand the scaling of the thermal
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aforementioned analytic model could also be applied to other
devices based on atomically thin materials such as MoS2 or to
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The model of (1) is plotted with dashed lines in Fig. 3(c),
which is in good agreement with our FE simulations (sym-
bols). The FE results are realistic within 10%–20% accuracy,
depending on the simulated domain size and the choice of 3-D
versus 2-D simulations (the main tradeoff being CPU time);
however, the main physical trends persist. These results suggest
that thermal time constants follow an approximately quadratic
dependence on tbox, which contributes to both the thermal
resistance and the thermal capacitance of the device.

The capping layer and the metal gate do contribute to the term
in (1) that is linear in tbox but do not aid in “cooling” the device
otherwise. Thus, a thicker gate or capping layer only adds “ther-
mal ballast” and can increase the thermal time constant. Inter-
estingly, due to its thinness, the graphene layer itself does not
influence the thermal transient of the device, which is dom-

inated by the heating of the surrounding materials. This is a
unique aspect of devices based on graphene (or other 2-D mono-
layer materials such as MoS2) versus that of older SOI tech-
nology, where a substantial thickness of the Si “body” retains
nonnegligible heat capacity and thermal resistance [17], [18].

To conclude, we have found that Joule heating during oper-
ation is partly responsible for current saturation and degrada-
tion observed in graphene device experiments. Self-heating is
reduced with thinner dielectrics, and for sub-0.5-µm channel
lengths the contacts begin to play a role in heat sinking.
The thermal time constants of GOI devices are in the range
between 30–300 ns and are strongly dependent on the materials
surrounding the channel. Thermal transients are much slower
than electrical transients (∼1–10 ps), which is consistent with
previous work on SOI technology [17], [18]. This implies that
graphene devices are slow to heat up or cool down after electri-
cal switching, and for instance, pulsed operation on timescales
shorter than the thermal time constant can benefit from reduced
self-heating compared with DC operating modes.
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By	reducing	the	pulse	dura7on	to	the	nanosecond	range	we	observe	the	
true	velocity-satura7on	characteris7cs	of	graphene
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Saturation with Rapid Electrical Pulsing
H. Ramamoorthy,† R. Somphonsane,‡ J. Radice,† G. He,† C.-P. Kwan,§ and J. P. Bird*,†,∥

†Department of Electrical Engineering, University at Buffalo, the State University of New York, Buffalo, New York 14260-1900,
United States
‡Department of Physics, King Mongkut’s Institute of Technology Ladkrabang, Bangkok 10520, Thailand
§Department of Physics, University at Buffalo, the State University of New York, Buffalo, New York 14260-1500, United States
∥Graduate School of Advanced Integration Science, Chiba University, 1-33 Yayoi-cho, Inage-ku, Chiba 263-8522, Japan

*S Supporting Information

ABSTRACT: Rapid (nanosecond-scale) electrical pulsing is used
to study drift-velocity saturation in graphene field-effect devices. In
these experiments, high-field pulses are utilized to drive graphene’s
carriers on time scales much faster than that on which energy loss to
the underlying substrate can occur, thereby allowing the observation
of the highest saturation velocities reported to date. In a dramatic
departure from the behavior exhibited by conventional metals and
semiconductors, as the electron or hole density is reduced toward
the charge-neutrality point, the drift velocity is found to reach values
comparable to the Fermi velocity itself. Corresponding current
densities are as large as 109 A/cm2, similar to the values reported for
carbon nanotubes and for graphene-on-diamond transistors. In essence, our approach of rapid pulsing allows us to “free”
graphene from the deleterious influence of its substrate, revealing a pathway to achieve the superior electrical performance
promised by this material. The usefulness of this approach is not merely limited to graphene but should extend also to a broad
variety of two-dimensional semiconductors.
KEYWORDS: Velocity saturation, hot carriers, graphene, transient transport, thermal effects in nanodevices

Realizing the full potential of graphene1 as a novel material
for nanoelectronics2,3 requires strategies to maximize its

current-carrying capacity, while minimizing Joule losses to its
surrounding environment. At the microscopic scale, this
problem reduces to one of managing drift-velocity saturation
(DVS), which arises when carriers, strongly accelerated by the
electric field, rapidly lose their excess energy by spontaneously
emitting optical phonons. By limiting the ultimate velocity to
which carriers can be accelerated, DVS constrains the maximal
currents that can be carried by any material, and must therefore
be mitigated in many device scenarios. Although the large
optical phonon energies (>150 meV) intrinsic to graphene
promise high saturation velocities4−7 (vsat), experiments
typically yield much lower values that are degraded by
unintended heating of the underlying substrate.8−16 This
problem was apparent from the earliest investigations of the
high-field characteristics of graphene, which revealed the
velocity saturation to be consistent with a process in which
the drifting carriers lose energy by exciting lower-energy (∼55
meV) surface optical phonons (SOPs) in the SiO2 substrate.
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This result may be understood quantitatively in terms of the
(approximate) relation for the saturation velocity10

ν π
ω

π=
n

2
sat

OP

(1)

where n is the two-dimensional (2D) carrier density. This
relation shows that the value of vsat is directly proportional to
the energy (ℏωOP) of the specific optical phonon responsible
for hot-carrier energy loss. Because the energy of the SiO2
SOPs is much lower than that of graphene’s intrinsic optical
modes, energy transfer to the substrate can dominate the
velocity saturation, resulting in the surprisingly low values
reported for vsat.

8−16 In quantitative terms, using a density n =
1012 cm−2 as a reference value, eq 1 predicts a saturated velocity
vsat ∼ 108 cms−1 for intrinsic graphene, while typical
experiments performed with SiO2 substrates yield values
around a factor of four or five times smaller than this.
Recognizing the negative influence of the substrate on the

high-field characteristics of graphene devices, one approach to
overcome its effects are to eliminate it completely, making use
of devices in which the graphene channel is freely
suspended.18−20 Measurements21 of such devices do indeed
exhibit higher saturation velocities than those reported for
graphene-on-SiO2 transistors, yet still do not reach the values
expected for intrinsic graphene. Alternatively, exfoliation of
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Scientific Achievement 
Implemented	a	scheme	of	rapid	electrical	pulsing	to	
demonstrate	“true”	velocity	satura8on	in	graphene,	
allowing	unparalleled	current	densi8es	to	be	realized 

Significance and Impact 
This	work	demonstrates	for	the	first	8me	how	the	
superior	of	electrical	proper8es	of	ultrathin	(2D)	
materials	like	graphene	can	be	realized	by	driving	the	
material	with	short	(nanosecond)	electrical	pulses	

Research Details 
– Fully	impedance	matched	system	implemented	to	apply	
high-fidelity	nanosecond	pulses	to	graphene	

– Nanosecond	pulses	are	applied	on	7me	scale	faster	than	
that	on	which	hea7ng	of	the	devices	occurs	

–  In	this	way	we	observe	the	intrinsic	proper7es	of	
graphene	independent	of	the	underlying	substrate	

– Resul7ng	dri>	velocity	can	approach	the	Fermi	velocity	
in	marked	contrast	to	conven7onal	materials!	

Using Rapid Pulsing to Reveal the Superior Electrical 
Characteristics of Graphene  

Top:	Shown	le>	is	a	top-gated	graphene	RF	FET.	
Shown	right	is	the	dependence	of	dri>	velocity	on	
gate	voltage	and	electric	field.	BoGom:	Satura7on	
velocity	and	its	dependence	on	density.	See:	
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origins of current saturation, as demonstrated by the results of
Figure 1c. Here we plot current−voltage characteristics of one
of our devices for transient pulses of varying duration and
amplitude. (Throughout this Letter, quoted current values, and
the drift velocities inferred from them, correspond to those
determined at the end of the current pulse just before its falling
edge.) At fields (F) below ∼15 kV/cm, the transient current is
independent of pulse duration and is also consistent with that
obtained by DC biasing. At higher fields, however, the current
decreases systematically with increasing pulse length and tends
toward the DC result. Present in each data set is an apparent
region of negative-differential conductance (NDC), whose
onset shifts to higher field for shorter pulses. This behavior
does not represent an intrinsic NDC, however, but rather
results from the extrinsic influence of trapping and heating.26

This may be seen by referring to the inset of Figure 1c, where
we show measurements of pulses up to several hundred
nanoseconds long. A monotonic decay of vp

out is seen on this
time scale, which has previously been identified as arising from
the combined influence of charge trapping and substrate
heating.25−28,31 It is this decay that is responsible for the
observed NDC and in order to avoid its influence it is necessary
to pulse graphene on time scales much faster than those
considered in Figure 1c.
An example of our rapid pulsing of graphene is presented in

Figure 2a, the contour of which represents the output transients
(vp

out) measured in response to the application of short (4 ns)
pulses of varying amplitude (vp

in). The contour nicely
reproduces the form of the input pulses, as shown in the
insets to Figure 2a where we directly compare the input and
output signals. The faithful manner in which the input transient
is reproduced at the output demonstrates that parasitic circuit
elements exert little influence on these measurements, and that
trapping and substrate heating are both suppressed. In Figure
2b−d, we plot the current-(drain) voltage characteristics
inferred from experiments of this type. Figure 2b plots gate
voltages on the hole side of the Dirac curve (whose charge-
neutrality point is at VTG ∼ 16.5 V), while Figure 2d shows
similar data for electrons. Clear current saturation is observed
for both carrier types with no evidence of NDC, despite the fact
that the peak field strength in the measurements is almost twice
that in Figure 1c.
From data such as those of Figure 2, and a knowledge of the

carrier density (Supporting Information), the field-velocity
characteristics of graphene are determined. Representative
results are plotted in Figure 3a,b, where we see clear saturation
of the drift velocity (vd) for field strengths exceeding ∼30 kV/
cm. Consistent with the form of eq 1, vsat increases as the carrier
density is reduced from either the hole or electron sides. In the
vicinity of the Dirac point, however, the drift velocity does not
saturate (Figure 3a, inset), but rather shows a “kink-like”
feature. The kink is also apparent in the current−voltage
characteristics (see the data for VTG = 10 and 15 V in Figure 2b
and for VTG = 20 V in Figure 2d) and has previously been
attributed to the role of minority-carrier injection from the
drain.8,13,32

The results obtained from our rapid-pulsing studies exhibit a
number of important differences with those reported in prior
(DC or quasi-DC) investigations. First, the current densities
that we achieve (∼4 mA/μm, see Figure 2b) are much larger
than reported previously. Second, we note that velocity
saturation has previously been parametrized10,11,16,33 by
appealing to Thornber’s equation34

ν μ ν= +
β β⎡

⎣
⎢⎢
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥F

1 1
d

sat (2)

where μ is the low-field mobility, F is the electric field
responsible for drift, and β is a phenomenological parameter. In
work based on DC (and quasi-DC) methods, the field
dependence of vd has been found to be well fitted10,11 with β
≈ 2. As we show in Figure 3c, however, our data are also well
described by eq 2 but only by taking β = 5. This larger value
translates into a more rapid initial increase of current with
electric field and to the onset of saturation at larger vd (see
Figure 3c). Overall, the implication of these observations is that

Figure 2. (a) Output pulses of duration 4 ns, measured in Device D2
in response to the application of input pulses of varying amplitude.
The top-gate voltage is fixed at VTG = −10 V. The inset plots the form
of the input and output pulses as two-dimensional color contours to
allow a comparison of their forms. (b) Transient current−voltage
characteristics determined using 4 ns pulses such as those in panel a.
Data are for holes in Device D3 and the different top-gate voltages are
indicated. (c) Data in panel b replotted as a color contour. (d)
Transient current−voltage characteristics determined using 4 ns pulses
such as those in panel a. Data are for electrons in Device D3 at the
indicated top-gate voltages. Solid lines in panels b and d are
interpolation curves.
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Atomically-thin	transiUon-metal	dichalcogenides	(TMDs)	are	another	class	
of	materials	that	are	of	interest	for	use	as	possible	channel	replacements	

Q.	H.	Wang	et	al.	
J.	Phys.:	Cond.	MaY.	25,	473202	(2013)

slope of the Ids – Vbg curve in Fig. 3b used for estimating channel
mobility. The source current versus source bias characteristics (Fig
3b, inset) is linear in the+50 mV range of voltages, indicating that
our gold contacts are ohmic.

The on-resistance of our transistor was 27 kV for Vds¼ 10 mV
and Vbg¼ 10 V, with a gate width of 4 mm and bottom gate length
of 1.5 mm. We have noticed that the device resistance can increase
during storage at ambient conditions for a period of two
months. This could be attributed to absorption of oxygen
and/or water from the environment and could be mitigated by
device encapsulation.

From the data presented in Fig. 3b we can extract the low-field
field-effect mobility of !217 cm2 V21 s21 using the expression
m¼ [dIds/dVbg]× [L/(WCiVds)], where L¼ 1.5 mm is the channel
length, W¼ 4 mm is the channel width and Ci¼ 1.3×
1024 F m22 is the capacitance between the channel and the back
gate per unit area (Ci¼ 101r/d; 1r¼ 3.9; d¼ 270 nm). Note that
this value represents the lower limit because of contact resistance.
As our device displays ohmic Ids–Vds behaviour (Fig. 3b, inset),

we exclude the possibility that our field-effect behaviour is domi-
nated by Schottky barriers at the contacts.

Although the room-temperature value of phonon-scattering
limited30 mobility for bulk MoS2 is in the 200–
500 cm2 V21 s21 range, exfoliation of single layers onto SiO2
results in a decrease of mobility to 0.1–10 cm2 V21 s21. The
improvement in mobility with the deposition of a high-k dielectric
could be due to suppression of Coulomb scattering due to the high-
k dielectric environment31 and modification of phonon dispersion36

in MoS2 monolayers. Extensive future theoretical work including
the calculation of phonon dispersion relations in single-layer
MoS2, calculation of scattering rates on phonons and charge impu-
rities would be needed to provide a complete picture.

Before we compare the value ofmobility in our casewith the mobi-
lity of graphene or thin-film silicon we should note that semiconduc-
tors such as carbon nanotubes or graphene nanoribbons mostly
follow the general trend of decreasing mobility with increasing
bandgap26. Even though graphene has a high room-temperature
mobility of 120,000 cm2 V21 s21, this value relates to large-area,
gapless graphene6. On the other hand, measurements on 10-nm-
wide graphene nanoribbons with Eg≈ 400 mV indicate mobilities
lower than 200 cm2 V21 s21 (ref. 9), in good agreement with theoreti-
cal models that predict decreased mobility in small-width graphene
nanoribbons due to electron–phonon scattering13. This is comparable
to the mobility of 250 cm2 V21 s21 found in 2 nm thin strained
silicon films37. Our MoS2 monolayer has similar mobility but a
higher bandgap than graphene nanoribbons9, and a smaller thickness
than the thinnest silicon films fabricated to date37.

One of the crucial requirements for building integrated circuits
based on single layers of MoS2 is the ability to control charge
density in a local manner, independently of a global back gate.
We can do this by applying a voltage Vtg to the top gate, separated
from the monolayer MoS2 by 30 nm of HfO2 (Fig. 3a), while
keeping the substrate grounded. The corresponding transfer charac-
teristic is shown in Fig. 4a. For a bias of 10 mV we observe an
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Figure 1 | Structure and AFM imaging of monolayer MoS2. a, Three-
dimensional representation of the structure of MoS2. Single layers, 6.5 Å
thick, can be extracted using scotch tape-based micromechanical cleavage.
b, Atomic force microscope image of a single layer of MoS2 deposited on a
silicon substrate with a 270-nm-thick oxide layer. c, Cross-sectional plot
along the red line in b. c
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Figure 2 | Fabrication of MoS2 monolayer transistors. a, Optical image of a
single layer of MoS2 (thickness, 6.5 Å) deposited on top of a silicon
substrate with a 270-nm-thick SiO2 layer. b, Optical image of a device based
on the flake shown in a. The device consists of two field-effect transistors
connected in series and defined by three gold leads that serve as source and
drain electrodes for the two transistors. Monolayer MoS2 is covered by
30 nm of ALD-deposited HfO2 that acts both as a gate dielectric and a
mobility booster. Scale bars (a,b), 10mm. c, Three-dimensional schematic
view of one of the transistors shown in b.
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Top-down methods. Atomically thin flakes of TMDCs can be 
peeled from their parent bulk crystals by micromechanical cleav-
age using adhesive tape1,29–35, applied to substrates and optically 
identified by light interference36,37, using the same techniques that 
were developed for graphene. A bulk crystal of MoS2 is shown 
in Fig. 1d, and a monolayer flake of MoS2 derived from micro-
mechanical cleavage is shown in Fig. 1b,c. Other layered materi-
als such as BN (refs 1,12,29) and oxide nanosheets10,38 can also 
be mechanically exfoliated into single sheets by this method. 
Mechanical cleavage produces single-crystal flakes of high purity 
and cleanliness that are suitable for fundamental characteriza-
tion30–33 and for fabrication of individual devices11,31,32,34,35,39–41. 
This method is not scalable, however, and does not allow sys-
tematic control of flake thickness and size. Recently, a focused 
laser spot has been used to thin MoS2 down to monolayer thick-
ness by thermal ablation with micrometre-scale resolution, but 
the requirement for laser raster scanning makes it challenging 
for scale-up42.

For obtaining large quantities of exfoliated nanosheets, liquid-
phase preparations of TMDCs are very promising. They permit 
additional applications such as composites and hybrids by simple 
mixing of dispersions of different materials43,44, and thin films and 
coatings by filtration, inkjet printing, spray coating and doctor blad-
ing. Because solution-based graphene has been used to make high-
frequency flexible electronics with a current gain cut-off frequency 
of 2.2 GHz (ref. 45), we expect that solution-based TMDCs will 

have similarly good prospects for making flexible electronics and 
composite materials.

The intercalation of TMDCs by ionic species46–51 allows the lay-
ers to be exfoliated in liquid. The intercalation method was first 
demonstrated in the 1970s (ref. 51) and the subsequent exfoliation 
into thin layers by Morrison, Frindt and co-workers in the 1980s 
(ref.  47), and these methods are experiencing renewed interest 
today49,50. The intercalation of TMDCs by lithium was demonstrated 
in the 1970s (ref. 51), and the intercalation-driven exfoliation was 
first advanced by Morrison, Frindt and co-workers47. The typical 
procedure involves submerging bulk TMDC powder in a solution 
of a lithium-containing compound such as n-butyllithium for more 
than a day to allow lithium ions to intercalate, followed by expos-
ing the intercalated material to water. The water reacts vigorously 
with the lithium between the layers to evolve H2 gas, which rapidly 
separates the layers47,49. Solution-phase MoS2 flakes derived from 
lithium-based intercalation and exfoliation are shown in Fig. 2b.

Such chemical exfoliation methods produce gram quantities 
of submicrometre-sized monolayers52, but the resulting exfoliated 
material differs structurally and electronically from the bulk mate-
rial49. In particular, for MoS2 the process changes the electronic 
structure of the exfoliated nanosheets from semiconducting to 
metallic, and the Mo atom coordination is changed from trigonal 
prismatic (2H-MoS2) to octahedral (1T-MoS2)49,53–55. Annealing at 
300 °C can cause a phase change from 1T-MoS2 to 2H-MoS2, restor-
ing the Mo atom coordination, and restoring the semiconducting 
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M:	TransiUon-metal	element	from	Groups	IV	(Ti,	Zr,	Hf,	…),	V	(V,	Nb	or	Ta)	&	VI	(Mo,	W,	…)

X:	Chalcogen	from		Group	VI	(S,	Se	or	Te)
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TMDs	exhibit	mulU-valley	bandstructures	that	are	reminiscent	of	those	
u7lized	in	so-called	transferred-electron	devices	
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When	NegaRve	is	PosiRve

TMDs	exhibit	mulR-valley	bandstructures	that	are	reminiscent	of	those	
u7lized	in	so-called	transferred-electron	devices	
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Can	TMDs	exhibit	negaUve	differenUal	conductance	(NDC)	like	
that	exhibited	by	some	convenUonal	semiconductors?

1.	Bandgap	of	WS2: 
					Eg	≲	2	eV	

2.	K-T	valley	separa7on: 
					Δ	≲	0.1	meV	

3.	Electron	mass	in	T	valley: 
					mT*	=	0.75mo		

4.	Electron	mass	in	K	valley 
					mK*	=	0.32mo
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We	study	these	effects	in	monolayer	WS2	FETs
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Negative Differential Conductance 
& Hot-Carrier Avalanching in 
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The high field phenomena of inter-valley transfer and avalanching breakdown have long been exploited 
in devices based on conventional semiconductors. In this Article, we demonstrate the manifestation 
of these effects in atomically-thin WS2 field-effect transistors. The negative differential conductance 
exhibits all of the features familiar from discussions of this phenomenon in bulk semiconductors, 
including hysteresis in the transistor characteristics and increased noise that is indicative of travelling 
high-field domains. It is also found to be sensitive to thermal annealing, a result that we attribute 
to the influence of strain on the energy separation of the different valleys involved in hot-electron 
transfer. This idea is supported by the results of ensemble Monte Carlo simulations, which highlight 
the sensitivity of the negative differential conductance to the equilibrium populations of the different 
valleys. At high drain currents (>10 µA/µm) avalanching breakdown is also observed, and is attributed 
to trap-assisted inverse Auger scattering. This mechanism is not normally relevant in conventional 
semiconductors, but is possible in WS2 due to the narrow width of its energy bands. The various results 
presented here suggest that WS2 exhibits strong potential for use in hot-electron devices, including 
compact high-frequency sources and photonic detectors.

The emergence, in recent years, of monolayer transition-metal dichalcogenides has opened up broad possibilities 
for the realization of functional electronic and optoelectronic devices1, 2 In contrast to graphene, many of these 
materials (including MoS2, WS2, and WSe2) are semiconducting and exhibit a significant forbidden gap (>1 eV), 
making them well suited for use in various transistor schemes. This has driven a concerted effort to characterize 
the operational characteristics of such devices, with particular emphasis being placed on evaluating the efficiency 
(ON/OFF ratio) and sharpness (sub-threshold slope) of transistor switching, and on identifying the different 
scattering mechanisms that limit the channel mobility1 Much less attention appears to have been paid, however, 
to a potentially exciting application of these materials, namely the idea of using them to realize active mm-wave/
terahertz sources, which derive their functionality from the dynamic transfer of hot electrons between different 
regions of their band structure.

Transferred-electron effects have long been exploited in conventional semiconductors, with the most 
well-known example being provided by the Gunn effect3, 4 In this phenomenon, the scattering of hot electrons 
from a central, high-mobility, valley, to a nearby one with heavier effective mass, gives rise to negative differential 
conductance and to the formation of traveling high-field domains. The domains are injected from the cathode of 
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valleys. At high drain currents (>10 µA/µm) avalanching breakdown is also observed, and is attributed 
to trap-assisted inverse Auger scattering. This mechanism is not normally relevant in conventional 
semiconductors, but is possible in WS2 due to the narrow width of its energy bands. The various results 
presented here suggest that WS2 exhibits strong potential for use in hot-electron devices, including 
compact high-frequency sources and photonic detectors.
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for the realization of functional electronic and optoelectronic devices1, 2 In contrast to graphene, many of these 
materials (including MoS2, WS2, and WSe2) are semiconducting and exhibit a significant forbidden gap (>1 eV), 
making them well suited for use in various transistor schemes. This has driven a concerted effort to characterize 
the operational characteristics of such devices, with particular emphasis being placed on evaluating the efficiency 
(ON/OFF ratio) and sharpness (sub-threshold slope) of transistor switching, and on identifying the different 
scattering mechanisms that limit the channel mobility1 Much less attention appears to have been paid, however, 
to a potentially exciting application of these materials, namely the idea of using them to realize active mm-wave/
terahertz sources, which derive their functionality from the dynamic transfer of hot electrons between different 
regions of their band structure.

Transferred-electron effects have long been exploited in conventional semiconductors, with the most 
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valleys. At high drain currents (>10 µA/µm) avalanching breakdown is also observed, and is attributed 
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semiconductors, but is possible in WS2 due to the narrow width of its energy bands. The various results 
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materials (including MoS2, WS2, and WSe2) are semiconducting and exhibit a significant forbidden gap (>1 eV), 
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the operational characteristics of such devices, with particular emphasis being placed on evaluating the efficiency 
(ON/OFF ratio) and sharpness (sub-threshold slope) of transistor switching, and on identifying the different 
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regions of their band structure.
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The high field phenomena of inter-valley transfer and avalanching breakdown have long been exploited 
in devices based on conventional semiconductors. In this Article, we demonstrate the manifestation 
of these effects in atomically-thin WS2 field-effect transistors. The negative differential conductance 
exhibits all of the features familiar from discussions of this phenomenon in bulk semiconductors, 
including hysteresis in the transistor characteristics and increased noise that is indicative of travelling 
high-field domains. It is also found to be sensitive to thermal annealing, a result that we attribute 
to the influence of strain on the energy separation of the different valleys involved in hot-electron 
transfer. This idea is supported by the results of ensemble Monte Carlo simulations, which highlight 
the sensitivity of the negative differential conductance to the equilibrium populations of the different 
valleys. At high drain currents (>10 µA/µm) avalanching breakdown is also observed, and is attributed 
to trap-assisted inverse Auger scattering. This mechanism is not normally relevant in conventional 
semiconductors, but is possible in WS2 due to the narrow width of its energy bands. The various results 
presented here suggest that WS2 exhibits strong potential for use in hot-electron devices, including 
compact high-frequency sources and photonic detectors.

The emergence, in recent years, of monolayer transition-metal dichalcogenides has opened up broad possibilities 
for the realization of functional electronic and optoelectronic devices1, 2 In contrast to graphene, many of these 
materials (including MoS2, WS2, and WSe2) are semiconducting and exhibit a significant forbidden gap (>1 eV), 
making them well suited for use in various transistor schemes. This has driven a concerted effort to characterize 
the operational characteristics of such devices, with particular emphasis being placed on evaluating the efficiency 
(ON/OFF ratio) and sharpness (sub-threshold slope) of transistor switching, and on identifying the different 
scattering mechanisms that limit the channel mobility1 Much less attention appears to have been paid, however, 
to a potentially exciting application of these materials, namely the idea of using them to realize active mm-wave/
terahertz sources, which derive their functionality from the dynamic transfer of hot electrons between different 
regions of their band structure.

Transferred-electron effects have long been exploited in conventional semiconductors, with the most 
well-known example being provided by the Gunn effect3, 4 In this phenomenon, the scattering of hot electrons 
from a central, high-mobility, valley, to a nearby one with heavier effective mass, gives rise to negative differential 
conductance and to the formation of traveling high-field domains. The domains are injected from the cathode of 
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1.	NDC	seen	for	par)ally-annealed	devices	with	currents	<1	µA/µm		

2.	NDC	accompanied	by	increased	noise	level	−	as	expected	for 
					traveling	domains	in	the	Gunn	effect	

3.	Hysteresis	in	transistor	curves	also	typical	of	the	Gunn	effect	− 
					reflects	different	valley	popula)ons	for	up	and	down	sweeps	
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Monolayer transition metal dichalcogenides are promising
materials for photoelectronic devices. Among them, molyb-
denum disulphide (MoS2) and tungsten disulphide (WS2)
are some of the best candidates due to their favorable band
gap values and band edge alignments. Here, various per-
turbative corrections to the DFT electronic structure, e.g.
GW, spin-orbit coupling, as well as many-body excitonic and
trionic effects are considered, and accurate band gaps as a
function of homogeneous biaxial strain in these materials
are calculated. All of these corrections are shown to be of
comparable magnitudes and need to be included in order to
obtain an accurate electronic structure. The strain at which
the direct-to-indirect gap transition occurs is calculated. Af-
ter considering all contributions, the direct to indirect gap
transition strain is predicted to be at 2.7% in MoS2 and 3.9%
in WS2. These values are generally higher than the previously
reported theoretical values.

Strain tuning of electronic and optical properties of ma-
terials could provide a new approach to enhancing their
characteristics, e.g. increasing carrier mobilities or ad-
justing electronic band gaps. 2D materials represent
an important group where strain tuning can be eas-
ily achieved [1]. In particular, in monolayer MoS2 and
WS2 strain tuning may be used to vary the band gaps
and induce a direct to indirect band gap transition. The
band gap values and band edge positions in these two-
dimensional transition metal dichalcogenides (TMDs)
are well suited for solar energy harvesting and photo-
electric applications. Unlike their bulk counterparts, un-
strained monolayer MoS2 and WS2 have direct gaps, and
undergo a direct-indirect gap transition under applied
strain. As the indirect band gap may limits their optical
uses, the critical strain at which the gap transition occurs
in these materials must be known accurately; however, it

is not yet firmly established either experimentally [2–4],
or theoretically [5–7].

Conley et al. [2] reported the direct-to-indirect tran-
sition in the optical band gap of monolayer MoS2 at the
applied strain of 1%, based on the decrease in the photo-
luminescence intensity. However, peaks are assigned by
deconvolution, which is not always reliable, and the de-
crease is also observed at lower strains, e.g. 0.5% or 0.6%,
so that in fact there is no sharp change indicating the
transition. No indirect transition peak is observed at 1%,
which would be indicative of the creation of the indirect
gap. He et al. [3] and Gomez et al. [4] observed the strain-
induced reduction of both the direct and indirect band
gaps by photoluminescence, although the exact transi-
tion point to the indirect gap was not reported. Previ-
ously, theoretical studies of the effect of strain on elec-
tronic structure in MoS2 and WS2 TMDs have been per-
formed, often yielding differing results.

A number of theoretical studies [5] have concluded
that the gap transition in MoS2 occurs at 1% strain based
on the PBE calculations. These calculations considered
neither the spin-orbit coupling nor many-body effects.
Zhang et al. [7] have found that the monolayer MoS2

remains a direct gap semiconductor up to 4% uniaxial
strain with inclusion of spin-orbit coupling, but without
the consideration of excitonic effects. Theoretical results
of Conley et al. [2] show the gap transition at 5% strain
based on the GW approximation, and at 0.1% strain
when including excitonic effect, while GW calculations
by Shi et al. [6] give the strain of 1% without adding the
spin-orbit coupling. These discrepancies in calculated
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Figure 1 PBE, PBE+SOC, and GW band structures of monolayer WS2 under biaxial strain of (a) 0%, (b) 1% and (c) 5%, respectively. PBE
bands are shown by dashed black lines, PBE+SOC band by solid red lines, and GW eigenvalues are shown by purple circles. The Fermi
level is set to zero.

Figure 2 Partial charge densities of (a) conduction bandminimum (CBM) and (b) valence bandmaximum (VBM) states of 2DWS2 without
strain, and (c) CBM and (d) VBM states of 2DWS2 under 5% strain. Yellow spheres represent sulfur atoms, and dark blue spheres represent
tungsten atoms. All charge density iso-surfaces are shown at the same level of charge density.

materials in all our calculations. The experimental lat-
tice constants that were used were a = 3.161 Å for MoS2,
[14] and a = 3.153 Å for WS2 [15]. Corresponding biax-
ial tensile strains were defined with respect to these val-
ues. Vertical positions of sulfur atoms were optimized
at each value of the strain. It was verified that the dis-
crepancy between these optimized and actual positions
of sulfur atoms did not affect the band structure signif-
icantly. Figure 2 shows optimized atomic positions and
partial charge densities of conduction band minimum
(CBM) and valence band maximum (VBM) states of WS2

under 0% and 5% strain. The CBM orbital exhibits dz2

character, while the VBM orbital has dz2 + dx2−y2 charac-
ter, in both strained and unstrained cases. For MoS2, all
corresponding orbitals are similar to those of WS2.

Table 1 summarizes lattice constants, polarizabilities,
exciton and trion binding energies, as well as corrections
to the PBE band gaps given by the SOC and GW terms
for monolayer MoS2 and WS2 under different biaxial
strains. The in-plane polarizability χ2D was calculated
according to Eq. (2) from the DFT dielectric function
obtained using the random phase approximation and

neglecting local field effects. By separating the total
value of the band gap into contributions from various
terms, as presented in Table 1, one can appreciate the
influence of various effects on the magnitude of the gap.

The final direct and indirect gaps are shown in Fig. 3.
For comparison, the PBE and LDA gaps are also shown.
The final gaps Eg were calculated according to

Eg = Eg (P BE) + E GW
g + E SOC

g + Eex + Etri (5)

In Eq. (5), Eg (P BE) is the PBE band gap, E GW
g is

the GW correction to it, E SOC
g is the change of the PBE

gap after the addition of the spin-orbit coupling, Eex is
the binding energy of exciton, and Etri is the binding
energy of trion (relative to exciton). Note that while both
trionic and excitonic peaks can usually be observed
in experiment, the optical gap in the Eq. (5) is defined
as the lowest-energy transition, and thus includes the
energy of the trion. The zero-strain gap in MoS2 cal-
culated according to Eq. (5) is 2.13 eV. This theoretical
value should be compared with the experimental gap of
1.85 eV [13]. The calculated gap in WS2 at zero strain is

C⃝ 2014 by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim L9www.ann-phys.org

Ra
pi
d
Re
se
ar
ch

Le
tt
er

L. Wang, A. Kutana, and B. I. Yakobson: Direct-indirect band gap transition in strained monolayer MoS2 and WS2

Table 1 Lattice constants (a), polarizibality (χ2D), the exciton binding energy (Eex) and the trion binding energy (Etri ), corrections to
the PBE band gaps given by the GW (E GW

g ) and SOC terms (E SOC
g ) for monolayer MoS2 and WS2 at different biaxial strains.

Eex (meV) Etri (meV) E GW
g (eV) E S OC

g (meV)

Strain a (Å) χ2 D KK K" KK K" KK K" KK K"

MoS2 0% 3.160 6.989 −532 −600 −24 −26 1.002 1.209 −78 −9

1% 3.192 7.170 −515 −575 −24 −25 0.978 1.180 −79 −9

2% 3.223 7.286 −502 −557 −23 −25 0.956 1.152 −79 −8

3% 3.255 7.485 −488 −537 −23 −24 0.933 1.126 −80 −7

4% 3.286 7.678 −476 −520 −22 −23 0.902 1.093 −80 −6

5% 3.318 8.023 −459 −498 −21 −22 0.889 1.073 −81 −6

WS2 0% 3.153 6.462 −508 −579 −25 −27 1.104 1.252 −270 −87

1% 3.185 6.519 −498 −564 −24 −26 1.086 1.228 −266 −72

2% 3.216 6.587 −490 −550 −24 −26 1.059 1.197 −264 −61

3% 3.248 6.797 −475 −530 −23 −25 1.030 1.162 −263 −51

4% 3.279 6.800 −473 −524 −23 −25 0.993 1.114 −263 −44

5% 3.311 6.953 −464 −511 −23 −24 0.966 1.085 −263 −37
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Figure 3 Band gaps of monolayer MoS2 and WS2 under different biaxial strains in various approximations. ‘Full’ designates values of
the band gaps calculated according to Eq. (5). Linear least-square fits Eg = aε + b have been carried out for the full results, yielding
the following parameters: Eg = −0.106ε + 2.117 for the MoS2 direct gap, Eg = −0.222ε + 2.433 for the MoS2 indirect gap, Eg =
−0.135ε + 2.248 For the WS2 direct band gap, and Eg = −0.249ε + 2.692 for the WS2 indirect gap.

2.26 eV, as compared to 1.99 eV experimental gap [13].
In both cases, the calculated gaps are 0.27 or 0.28 eV
larger than the experimental ones. This difference may
be due to the yet unaccounted electron-phonon band
gap renormalization. The electron-phonon renormal-
ization decreases the gap, the magnitude of the decrease
reaching 0.6 eV in some materials such as diamond [16].

The direct to indirect gap transitions are predicted to be
at strains of −0.14% and 0.96% in MoS2, by LDA and PBE
functionals, correspondingly. After taking into account
corrections from Eq. (5), the predicted transition strain
value becomes 2.69%. Similarly, in WS2, LDA and PBE
functionals yield values of 0.41% and 1.52%, whereas full
calculations predicts the transition at 3.85%.
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Table 1 Lattice constants (a), polarizibality (χ2D), the exciton binding energy (Eex) and the trion binding energy (Etri ), corrections to
the PBE band gaps given by the GW (E GW

g ) and SOC terms (E SOC
g ) for monolayer MoS2 and WS2 at different biaxial strains.

Eex (meV) Etri (meV) E GW
g (eV) E S OC

g (meV)

Strain a (Å) χ2 D KK K" KK K" KK K" KK K"

MoS2 0% 3.160 6.989 −532 −600 −24 −26 1.002 1.209 −78 −9

1% 3.192 7.170 −515 −575 −24 −25 0.978 1.180 −79 −9

2% 3.223 7.286 −502 −557 −23 −25 0.956 1.152 −79 −8

3% 3.255 7.485 −488 −537 −23 −24 0.933 1.126 −80 −7

4% 3.286 7.678 −476 −520 −22 −23 0.902 1.093 −80 −6

5% 3.318 8.023 −459 −498 −21 −22 0.889 1.073 −81 −6

WS2 0% 3.153 6.462 −508 −579 −25 −27 1.104 1.252 −270 −87

1% 3.185 6.519 −498 −564 −24 −26 1.086 1.228 −266 −72

2% 3.216 6.587 −490 −550 −24 −26 1.059 1.197 −264 −61

3% 3.248 6.797 −475 −530 −23 −25 1.030 1.162 −263 −51
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Figure 3 Band gaps of monolayer MoS2 and WS2 under different biaxial strains in various approximations. ‘Full’ designates values of
the band gaps calculated according to Eq. (5). Linear least-square fits Eg = aε + b have been carried out for the full results, yielding
the following parameters: Eg = −0.106ε + 2.117 for the MoS2 direct gap, Eg = −0.222ε + 2.433 for the MoS2 indirect gap, Eg =
−0.135ε + 2.248 For the WS2 direct band gap, and Eg = −0.249ε + 2.692 for the WS2 indirect gap.

2.26 eV, as compared to 1.99 eV experimental gap [13].
In both cases, the calculated gaps are 0.27 or 0.28 eV
larger than the experimental ones. This difference may
be due to the yet unaccounted electron-phonon band
gap renormalization. The electron-phonon renormal-
ization decreases the gap, the magnitude of the decrease
reaching 0.6 eV in some materials such as diamond [16].

The direct to indirect gap transitions are predicted to be
at strains of −0.14% and 0.96% in MoS2, by LDA and PBE
functionals, correspondingly. After taking into account
corrections from Eq. (5), the predicted transition strain
value becomes 2.69%. Similarly, in WS2, LDA and PBE
functionals yield values of 0.41% and 1.52%, whereas full
calculations predicts the transition at 3.85%.
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Biaxial	strain	raises	the	T	valleys	relaUve	to	the	K	valleys	
−	changing	the	condiUons	for	the	onset	of	NDC	

We	aIribute	these	results	to	the	influence	of	annealing	on	mechanical	
strain	in	the	atomically-thin	WS2	layers	
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When	NegaUve	is	PosiUve

In	the	unstrained	state	the	energy	separa7on	of	the	T	and	K	valleys	in	
monolayer	WS2	is	around	80	meV

Carriers	transfer	to	the	T	valleys	at	vanishingly-small	fields	and	we	thus	
obtain	no	nega7ve	differen7al	conductance	in	EMC	calcula7ons	
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As	we	steadily	raise	the	T	valleys	we	find	NDC	begins	for	
an	inter-valley	separaUon	(Δ)	of	as	liYle	as	100	meV
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This	corresponds	to	a	strain	level	of	just	1%

When	NegaUve	is	PosiUve
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Conclusions

Semiconductor	nanodevices	are	ideal	systems	for	
inves7ga7ng	manifesta7ons	of	nonequilibrium	physics	

Energy-transfer	processes	in	these	devices	can	be	probed	
via	a	strategy	of	nanosecond-scale	electrical	pulsing		

This	has	allowed	us	to	reveal	the	superior	electrical	
proper7es	intrinsic	to	graphene1

[1]	H.	Ramamoorthy	et	al.,	Nano	LeIers	16,	399	(2016).

These	results	are	important	for	the	
development	of	high-speed	devices	

based	on	graphene
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We	have	inves7gated	hot-carrier	transport	phenomena	in	
monolayer	WS2	transistors	

NDC	is	observed	in	parUally-annealed	devices2	and	shows	
all	the	features	typical	of	the	Gunn	effect		

The	influence	of	annealing	was	discussed		in	terms	of	its	
role	in	media7ng	strain	and	the	T-K	valley	separaUon2

[2]	G.	He	et	al.,	Scien7fic	Reports	7	(2017)	11256;	DOI:	10.1038/s41598-017-11647-6

These	results	are	relevant	for	the	realizaUon	
of	high-frequency	sources	based	on	

atomically-thin	TMDs

Conclusions


