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PREFACE

Every scientist and engineer needs some elementary
knowledge of statistical methods for treating experi-
mental errors and analyzing experimental observations.
The basic concepts of probability, distribution of errors,
propagation of errors, and correlations are an indispen-
sable part of the knowledge of anyone who has contact
with numbers related to experimental observations,

Many undergraduate engineering and science stu-
dents, however, find little or no time in their curricula
for an introduction to even the most elementary statisti-
cal methods. It is the author’s firm belief that some of
these techniques should be introduced early in the under-
graduate curriculum in science or engineering, so that
they may be used in later courses which incorporate
laboratory work.

Accordingly, this book has been written with con-
siderable missionary zeal in an attempt to present some
of these techniques in a form which is understandable,
palatable, and even enjoyable for sophomore science or
engineering students with little mathematical sophistica-
tion and no previous exposure to the subject of this book.
The only mathematical background assumed is a year
of elementary calculus. A year of general college physics
is helpful in understanding some of the illustrative exam-
ples, but is not essential.

Many of the mathematical developments are given
a somewhat intuitive rather than a completely rigorous
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presentation. It is to be expected that this practice will
be condemned by specialists in mathematical statistics,
but it is followed here deliberately and without apology.
The author feels strongly that the student should en-
counter this material at an early stage in his education
rather than waiting until a more rigorous treatment is
feasible. The practice of presenting useful formulas with
no derivation at all has, however, been studiously avoided.

The author’s experience in teaching this material
to several generations of sophomores maj oring in physics
at Carnegie Institute of Technology has shown that
mastery of it is not beyond the ability of students at thig
level. It has been incorporated into the first part of a
course given students majoring in physics in the first
semester of their sophomore year. Most of the materia]
can be covered quite thoroughly in four to six weeks,

- with three class hours per week and homework assign-

ments for each hour. This material is then followed by
laboratory work in which the statistical methods are put
to work,

Such a subcourse can be fitted into any course in
the sophomore, Jjunior, or senior year in which quantita-
tive laboratory work plays an important part. The book
is also sufficiently self-contained so that it may be ugsed
for individual study. In either case, exercise in applying
the principles is essential. In addition to many illustra-
tive examples in the text, a collection of problems has
been included at the end of each chapter. A summary

of important formulas is included in Appendix A,
viii
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The book is intended primarily to be rea-d from be-
ginning to end. Several chapters ma‘y b.e omitted, how-
ever, without too much loss of contm}ut}.r. 'I_‘hc read.er
who is interested mostly in the Gauss distribution .and its
consequences may omit Secs. 7, 8,' and 11. Sections 10
and 16 also may be omitted if desired.

In conclusion, a statement is necessary ab0}1t what
the book is nol. It is not a treatise of maf:heme'a.tlcal sta-
tistics. Neither is it a comprehensive discussion of all
aspects of treatment of experimental c%ata. Seve.ral ex-
cellent books in these areas already exist. Our alrr.1 has
been to make some of the most important tecthqus
accessible and useful to those who are just b(?gmnmg
their preparation for the scientific and engineering pro-
fessions.
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